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Motivation Input dimension reduction method:
« Surrogate models (§) are used to approximate a full-complexity ) Z o
model’s (simulator’'s) outputs (y), at a fraction of the time. Karh u_nen LO?VG decom pOSItIOﬂ (KLD)
y =9 =S(w,0) Random field generatloanethod + PCA approach
» Subsurface systems are highly heterogeneous, and can include Z(x) = E[Z(x)] + Z‘/T c0:(x) &  withM < N,
large number of processes: high input dimension problem L Lot :
» Geostatistical inputs: each grid cell corresponds to a model input s L0 Truncated M = 10 « M < N_,;, = number of input
(w) F N 3 parameters for surrogate
* High input dimension problems are a challenge for surrogate - - -
models « Each "M" truncation value is

associated to a percentage

* Needs more training points = Computational problems of the input variance

(Current) research questions
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Input dimension reduction error

Using Gaussian process regression (GPR), can we include an IDR
error so the prediction variance compensates for a lack of
|nformat|on7 GPR: Scikit-Learn with Ibfgs

We want the prediction
distribution to account for the
IDR In the variance.
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| | _ What happens when M < N, represents a small percentage Preliminarv results show 0 T
+ What input dimension reduction (IDR) method should we use for ¢ inout variance? o hosv , isae?]/ojsa tsbjt V 5" 00,6400 880800" 10 o o 988 8
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geostatistically-dependent input parameters? ecessany 10 ?:o;\sider £ [P30ad330,83820g) o N
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- How do they behave with active learning methods, to reduce the s the surrogate, trained | / Ay " —
number of training points needed? on the reduced in ut o8] [ 1 an optimizable error, and S © o 0 40| 10
reproducing the bghavior : i the ML-approach € §§eeggge.;°29°: 5'130 22002882298
sory[ | e.g. compensates for the S N B B
» Can/should we consider an IDR error to account for the reduced  of the simulator as - S here, 200 is still a error. 10- 3827000"] Tovet t8e0geeel’
amount of information being sent to the surrogate? expected/desired? = : 2'8h input . g g".g,wegoj éagg.; 0-9“"’—@8; Ml AT
. . X 05- | imension to sen “o 81
« We want our surrogate prediction variance to account for the i 0 A SUrrOEate Remaining questions: o ° OOI ° . ° foo" 0
missing information and make sure the true (simulator) data is within » Forward uncertainty 04| ! SaLe Is thi ' 5 10 s I
S L M < 90%. * |s this the optimal way to Output ID Output ID
the confidence intervals of the prediction. quantification Ll 1 consider IDR error? |
 Posterior distributions | 1A | | | ' ¢ =0 Gt O WX2 @ WXE¥Op T oblimal
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What are the best method to validate surrogate, considering the distribution (variance) of our prediction?

Outlook

« With KLD: test for different truncation values (description lengths): How small is too small to train a surrogate?
« Test different IDR methods along with active learning methods
« Variational auto-encoders
* Pilot points
e Surrogate evaluation criteria
* How to fairly implement Bayesian criteria to compare models
* |Include output+variance (output distribution) in evaluation criteria
* Application to independent input parameter sets: radioactive nuclide transport problem
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