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Abstract The basis for all knowledge is “information” that we compile about the world, expressed
through models that support understanding, prediction, and decision making. This overview paper
provides a contextual basis for the four papers that make up the “debate series” compiled under the above
title. We briefly introduce Information Theory, discuss how “information” can be considered to be both a
“physical” quantity and a “probabilistic” basis for representing incompleteness in knowledge, discuss the
core motivation for this debate series, and briefly summarize the major arguments advanced by each of the
debate papers. Our purpose is to facilitate an understanding of how these papers are related and how they
approach the debate series question from different perspectives, while pointing to future directions for
research. Finally, we invite further discourse and debate to advance the understanding and prediction of
natural system dynamics using Information Theory, including the assessment of its limitations and
complementarity to existing physics and machine learning approaches. Ultimately, our goal is to press for
the development of philosophical and methodological advances that will enable the Earth science
community to address some of the compelling unsolved problems in our field.

1. Introduction

The basis for all knowledge is “information” that we compile about the world. We use this information to
construct models that support understanding, prediction, and decision making and to test hypotheses
(expressed through models) regarding the nature of reality. While we often find it useful to use empirical
relationships extracted from available data to support decision making, the purpose of science is ultimately
to go beyond empiricism and establish representations that embody the dynamical causal relationships that
underlie the structures, patterns, and behaviors that we observe.

Significant advances in Information Theory have been made during the past three decades, which go signifi-
cantly beyond the original developments that paved theway for breakthroughs in statistical physics and com-
munications technologies and that led to numerous applications inmyriad other fields. “Information” is now
accepted as both the metaphysical foundation for understanding nature and as the ontological basis for its
characterization through relationships encapsulated in models. While these foundations are compelling,
much remains to be resolved. The richness of the exciting advances now being made offers multiple perspec-
tives by which to address the “nature” of Nature. These viewpoints are akin to the metaphorical “blind per-
sons and the elephant” story, inwhich each blind person, having experienced contact with only a specific part
of an elephant, argued that the elephant was fundamentally “like” a rope, snake, tree trunk, fan, spear, or a
wall, depending on which part they were able to investigate (i.e., the tail, trunk, legs, ear, tusk, or the body).

So, while aspects of Information Theory have been around now for several decades, recent advances suggest
that we are still at the initial stages of a scientific revolution with potentially significant ramifications to
Earth science. Here, we argue that rapid advance can be achieved by reconciling the multiple different per-
spectives by which Information Theory enables a deeper understanding of nature, through detection and
characterization of cause‐effect relationships, through improved representation via models, and through
more powerful (i.e., informative) tools for their evaluation. This debate series brings forward at least some
of the different perspectives by which Information Theory can help to advance our understanding of nature.

In this overview paper, we seek to provide a contextual basis for the reader seeking to delve more deeply into
the four papers that make up the “debate series” compiled under the common title “Does Information
Theory provide a new paradigm for Earth science?” Section 2 provides a brief historical introduction to
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Information Theory and the complementary perspectives by which “information” can be considered to be
both a “physical” quantity and a “probabilistic” basis for representing incompleteness in knowledge, thereby
providing a useful lens for the predictive understanding of physical processes. The debate that we wish to
foster is regarding how these different perspectives can be both advanced and reconciled, thereby leading
us toward an accurate characterization of nature. Consistent with the “blind‐persons”metaphor, the debate
offered by these four different, but unavoidably connected, perspectives seeks to enable a more coherent
description of the “elephant”—in our case natural systems. There are two aspects to this—the debate offered
within the boundaries of each perspective and the debate enabled by our collective attempt to articulate these
complementary viewpoints, which when combined and resolved would be transformative. In other words,
taken together, these perspectives create the opportunity for significant scientific advance.

Section 3.1 discusses the core motivation for this debate series and poses several questions that are important
to consider, because doing so can affect how we approach the study of the Earth sciences. Sections 3.2–3.5
provide brief summaries of the major arguments advanced by each of the four papers in this compilation,
thereby helping to facilitate both an understanding of how they are related and how they approach the
debate series question from different perspectives, while pointing to future directions for research.

Finally, in section 4, we summarize the main points raised herein, argue for the need to more deeply inves-
tigate these issues, and point to the need for further debate. Ultimately, our goal is to press for the develop-
ment of philosophical andmethodological advances that will enable the Earth science community to address
some of the compelling unsolved problems in our field.

2. Background
2.1. The Basis for Treating Information as a Physical Quantity

Using the idea of a virtual intelligent being, that later came to be known as “Maxwell's demon,” James Clerk
Maxwell (Maxwell, 1872) made the following argument in an 1867 letter to Peter Guthrie Tait:

Consider a vessel full of air at a uniform temperature, in which the molecules are moving with a range
of velocities. Assume that an intelligent being, carefully situated, can know the velocities of the mole-
cules. Suppose that the vessel is divided into two equal halves A and B, with a trap door between them
such that the being can open and close it, thereby allowing faster molecules to enter side A of the ves-
sel and the slower ones to enter side B. By knowing the velocities, this intelligent being could create an
energy gradient, which could be used to do work.

This thought experiment vividly demonstrates the fact that the knowledge or “information” about the velo-
cities is a fundamentally different attribute than the velocities themselves, and the idea became the very
early basis for quantifying information, with “Maxwell's demon” receiving considerable attention by the
field of thermodynamics (Leff & Rex, 2002).

Following this argument, Szilard in 1929 (Szilard, 1929) developed a similar thought experiment but now
using a single molecule of gas in a vessel with volume V at temperature T, to show that if we knew which
half of the vessel the molecule was in, we could derive an amount of work equal to Wext = kBT ln(2) where

kB is the Boltzmann constant (i.e., Wext ¼ ∫
V

V=2pdV ¼ ∫
V

V=2
kBT
V dV as pV = kBT for a single molecule of gas).

Since the probability of finding the molecule in any particular half of the vessel is 0.5, the amount of infor-
mation gained from an error‐free measurement associated with identifying its location is equivalent to the
answer of a yes‐no question (i.e., is the molecule present in this half?).

Tukey later referred to the amount of information associated with a binary yes‐no question as a “bit”
(Shannon, 1948; pg. 380), and this terminology now serves as a fundamental unit for measuring information.
Importantly, the work,Wext, associated with a binary decision process represents a clear link between energy
(or work) and information, and this intimate link between the quantitative characterization of information
and thermodynamics led Landauer (1991) to argue that information is a physical quantity. Although both
Maxwell's and Szilard's efforts were “thought experiments,” they have since been experimentally realized
with the help of modern technologies (Toyabe et al., 2010; Koski et al., 2014, 2015; Vidrighin et al., 2016) that
have paved the way for potential conversion of information to net energy, among other possible applications.
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2.2. Information as a Measure of Surprise

The formal foundations for a quantitative characterization of information were established by the remark-
able contributions of Shannon (1948) in the context of communication theory, who argued that information
is associated with the amount of “surprise” associated with the occurrence of an event (i.e., the less likely the
occurrence of an event, the larger is the information gained when the event occurs). Simply put, a more sur-
prising outcome is associated withmore information. Anchored by this idea, Shannon showed that the infor-
mation, also call the surprisal, I(X) associated with an event X is mathematically expressed as I(X) = log(1/p
(x)) where p(x) is the probability of event X. Therefore, when integrated over all possible events in a probabil-
ity distribution, the average information is

H Xð Þ ¼ ∑p xð Þlog 1
p xð Þ

� �

This quantity, H(X), is referred to as the “entropy” associated with our knowledge regarding the potential
occurrence of event X, due to the similarity of this expression with that of thermodynamic entropy and its
link therewith (see section 3). When a logarithm to the base 2 is used (log2) this measure of information is
expressed in units of bits, and when a logarithm to the base e is used (loge) this measure of information is
expressed in units of nats.

As such, entropy is a statistical property (i.e., the expected value of log 1
p xð Þ

� �
) of any probability distribution.

However, due to its being related to the surprise associated with an event, it may be also regarded as a mea-
sure of ignorance, thus providing dual approaches to inference associated with a probability distribution
function. In communication theory, this “information entropy” quantifies the upper bound for communica-
tion through a noisy channel and has thereby served as the foundation for development of myriad systems of
communication.

If we apply this concept to a simple binary Bernoulli process with probability p of occurrence of an event X, it
is easy to see that the entropyH(X) =−p log p− (1 − p) log(1− p) and has a maximumwhen the probability
of the event p= 1/2. Conversely, when p= 0 or 1 (i.e., when we have a certain outcome), the entropyH(X) =
0. So, in general, the higher the a priori uncertainty associated with an event is, the higher is the entropy
(ignorance) and hence the surprise. In this sense, therefore, entropy H(X) provides a quantitative measure
of the uncertainty associated with an event, as expressed by its probability distribution.

2.3. Maximum Entropy as a Basis for Representing What We Know

This idea of using entropy to help quantify uncertainty was brought to the fore through the work of Jaynes
(1957), who posed the following question: Suppose that you know certain attributes of a distribution (e.g.
mean, variance, etc.), but not the whole distribution, how does one select a candidate for the distribution based
on such partial information? Jaynes showed that the best choice is the distribution (from the set of candidate
distributions that satisfy the constraints of what is known) that has the maximum entropy. In other words,
we should plead maximum ignorance or uncertainty about what we do not know, and this idea is known
as the Principle of Maximum Entropy (POME). By applying this idea in the context of statistical mechanics,
Jaynes showed that the result is a thermodynamic entropy that is equivalent to information entropy up to a
multiplicative Boltzman constant (kB), thereby further reinforcing the physical nature of information.

Early applications of these concepts to the Earth sciences include, for example, studies of landscape evolu-
tion to predict river profiles as the most probable states given the constraints of geologic structure and lithol-
ogy (Leopold & Langbein, 1962), as mechanisms for dealing with limited sets of observations, for design of
systems (including observational networks) under uncertainty, and selection among competing hypotheses,
among several others. Please see Singh (1997) for a detailed review and refer to various accessible books on
the subject (Singh, 2015).

2.4. Information as a Lens for Predictive Understanding of Physical Processes

During the past three decades, a number of developments have profoundly reshaped our physical under-
standing of the universe in terms of information and have therefore led to the development of novel para-
digms for its characterization. Through his provocative notion “It from bit,” Wheeler (Wheeler & Ford,
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1998) pointed out that all of our physical understanding is rooted in information. Specifically, he argued that
“laws of physics” are informational statements, in that they provide the best description of what we know.
This contrasts with the more traditional notion that laws of physics represent reality and serve as the
basis or genesis of information.

In this regard, Lloyd (2002) argued elegantly that the universe itself is a computer that is therefore continu-
ally producing information, and, in fact, theQuantum Computing paradigm (which has been rapidly gaining
traction), initially proposed by Benioff (1980), relies on tapping this computational behavior of nature. The
point is that, while the laws of physics help us to understand elementary behavior, they have not been as suc-
cessful in explaining the foundations of complexity, that is, the emergent patterns of form and function that
we see in nature, which perhaps arise due to its computational nature.

Information, therefore, enters the discourse about Nature from two perspectives. First, through the conten-
tion that information is physical, that is, it is ontological. Second, by the fact that it is the primary attribute by
which we understand the world around us, that is, it is epistemological. It is therefore natural to explore how
this duality can be exploited to develop a better understanding of Earth system processes.

3. Benefits of an Information Theoretic Perspective to the Earth Sciences
3.1. New Perspectives Through Information Theory

This brings us to one of the core motivations for the series of papers that responds to this debate topic: Does
Information Theory provide a new paradigm for Earth science? Or framed another way, Can information‐
based approaches help us develop a paradigm shift in the way we understand and predict the complex patterns,
forms and behavior of Earth systems? These are, perhaps, loaded questions with several interesting ramifica-
tions. For example,

1. Should we rethink our conceptualizations of natural processes in terms of information and information
flows, and if so, how do we do this?

2. Can the lens of information make visible the interactions, dependencies, and/or signaling between pro-
cesses that would otherwise remain hidden when viewed from the viewpoint of “laws of nature”?

To clarify, the laws of nature are often stated in terms of conservation of mass, momentum, and energy. The
question is whether this is sufficient to properly characterize the diversity of spontaneous emergent forms, or
whether information‐based approaches could add potency in this regard. This leads us to explore the follow-
ing possibilities:

1. Can information‐based approaches better inform the development of Earth system models that are
intended to be isomorphic representations of natural processes?

2. Can we characterize the information content of models themselves, and can this characterization be used
for model improvement?

3. Can natural system dynamics be represented and predicted using information‐theoretic frameworks, in
forms that are independent and/or complementary to physics‐based modeling approaches?

4. Does information have a role in the deterministic characterization of natural processes?

The goal of this debate series is to argue, based on emerging research, that answers to all of these questions
are in the affirmative, with the goal to explore the pros and cons associated with information‐based thinking.
We expect that such exploration will enable us to identify and overcome bottlenecks and help to drive inno-
vative approaches (by the broader community of Earth system scientists) that explore novel avenues to
address some of the compelling unsolved problems in our field (Blöschl et al., 2019). Potential benefits of
the Information Theory perspective range from stimulating novel paradigms of thinking about natural pro-
cesses (as it has in the past) to developing tools for addressing practical issues.

From our perspective, the rapid pace of advance associated with Information Theory during the past several
decades, even simply in the context of physics and physical processes, has been truly astounding, and we
believe that information‐based approaches offer the potential to address some of the most compelling chal-
lenges in the Earth sciences. The four papers that make up the initial contributions to this debate provide
further perspective on this conversation, through a careful articulation of pros and cons. We provide an over-
view of each of the papers below.
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3.2. Information Theory and the Study of Cause and Effect

In their contribution to this debate series, Goodwell et al. (2020) focus on the use of Information Theory to
understand interactions among observed variables and to thereby detect and characterize cause‐effect
dependencies. Their article explores the problem of extracting such attributes from data measured in the nat-
ural environment, particularly where an interventional approach for ascertaining cause‐effect relationships
is not possible.

Specifically, their approach is based on the notion that detecting propagating fluctuations between variables
can reveal interdependencies between them. These fluctuations may be either externally imposed or intern-
ally generated in a system but can be used to understand cause and effect interactions, forcings, and feed-
back. The authors argue that recent advances in Information Theory, such as the concepts of transfer
entropy (Schreiber, 2000), partial information decomposition (Williams & Beer, 2010), momentary informa-
tion transfer (Pompe & Runge, 2011), and the causal history approach (Jiang & Kumar, 2019) have paved the
way for novel thinking and methods to characterize interdependencies among several variables through
their time series signatures. Transfer entropy measures the reduction in uncertainty of a predicted variable
due to the knowledge of the history of another variable. Temporally averaged, this reduction in uncertainty
represents a measure of causal dependency in the Granger sense (Granger, 1969). Momentary information
transfer takes this a step further by characterizing the strength of information transfer from a variable at
some specific time in the past to a different variable at the current time. Causal history then considers the
sum total of the influences of all interacting variables in the past on the current state of any variable.

What makes such approaches different from traditional approaches, such as correlation‐based methods, is
that they exploit temporal asymmetries (i.e., the future cannot cause the past) to enable a characterization
of cause‐effect dependencies. As explained by the authors, different attributes of dependencies can be dis-
cerned from multivariate time series data, thereby enabling deeper understanding of a variety of complex
systems. In particular, this knowledge enables the construction of process networks that consist of variables
as nodes and asymmetrically directed information flows between them as links. A causal history analysis of
such networks enables a “whole system” characterization to be achieved, thereby providing a broader con-
text for the consideration of causal dependencies.

However, progress in this area requires that the “curse of dimensionality” challenge be addressed. As the
number of variables to be considered increases, the dimensions of the associated (conditional) probability
density functions increase rapidly, which geometrically drives up the amounts of data required to robustly
estimate the relevant information measures. While important methods have been developed in this regard,
much remains to be done. A further challenge resides in the need for careful physical interpretation of the
information measures; that is, do they simply provide a statistical interpretation of interdependence, or do
they truly characterize physical relationships, thereby providing the new dimension to understanding phy-
sical systems envisioned earlier.

3.3. Information Theory and the Testing of Scientific Hypotheses

In their contribution to this debate series, Nearing et al. (2020) take an information theoretic perspective to
the problem of developing and testing Earth system models. They point out that (i) despite the perspective
advanced by most popular philosophical theories about hypothesis‐driven science, Earth system models
are fundamentally not “truth‐apt,” and (ii) a major and unavoidable problem with the idea of basing infer-
ence in the characterization of “uncertainty” is that strictly reliable uncertainty accounting is impossible;
that is, we cannot know what we do not know. Further, because explaining a phenomenon requires model-
ing it using a collection of hypotheses, only the entire model and not the individual hypotheses can be tested
directly. The fatal consequences of this, when employing classical (probabilistic or statistical) inference, are
model misspecification and the potential for unbounded errors in inference.

The authors argue that instead of approaching the modeling/inference problem from the perspectives of
“true/false” and “uncertainty,”wemight instead focus on a more tractable problem of characterizing “infor-
mation.” This is based in the recognition that what we really want is to measure the ability of models to pro-
vide accurate information about some phenomena of interest and, as such, the motivating question for
inference becomes: “How much information do we have and how well do we use it?”
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Accordingly, the authors reframe the problem of hypothesis testing as being one where the proposition to be
examined is “whether there exists any information in the available experimental data that has not been cap-
tured by the model” and argue that a conservatively bounded estimator can be constructed by which to test
this proposition by resorting to a benchmark model based in a machine‐learning approach. They further
argue that it is possible to use information measures to bound the effects of model error as segregated from
data error.

The issues raised by this paper have several interesting implications for the Earth sciences. A number of stu-
dies have previously demonstrated that machine‐learning‐based models can robustly outperform traditional
Earth system models at the task of estimating key states and fluxes that those models were designed for,
where information loss typically arises from a combination of both parameter error and model structural
inadequacy (Nearing et al., 2018). Further, multimodel ensembles for characterizingmodel structural uncer-
tainty are unable to avoid the problem of perpetuating substantial bias.

As such, it becomes important to recognize at least two complementary types of model performance,
namely, predictive accuracy and functional accuracy (Ruddell et al., 2019). The former refers to the ability
of a model to reproduce observed data, while the latter refers to the ability of a complex model to reliably
simulate the various dynamical interactions in a complex system across different scales. This distinction is
particularly critical when we cannot rely on the future looking like the past and must instead require accu-
rate simulations of system dynamics. In other words, a model that adequately describes the system dynamics
should not have to compromise functional accuracy to achieve better predictive accuracy.

As with section 3.2 above, the important challenges lie in quantifying the information contained in high‐
dimensional data sets (the curse of dimensionality issue mentioned previously) and the need for increasing
amounts of data to overcome the loss of the regularizing effect associated with strongly posed (and therefore
potentially incorrect) modeling assumptions, when instead using Jaynes' POME for the posing of model
structural hypotheses. The potential benefit is the ability to test scientific hypotheses in a meaningful way,
thereby providing an alternative perspective on how we think about the diagnosis of relationships between
our models and the real world.

3.4. Information Theory and Physics

In their contribution to this debate series, Perdigão et al. (2019) address the question of whether or not
Information Theory has a role in the deterministic characterization of natural processes. They point out
that, historically, the fields of statistical thermodynamics and Information Theory have characterized
entropy as an aggregate system level descriptor. In other words, in statistical thermodynamics entropy
quantifies the diversity of distinguishable microstates within the aggregate over which statistics are drawn,
while in Information Theory it quantifies the number of independent probing actions required to elicit the
nature of the system states (e.g., the number of questions that must be asked; see section 2). Further, ther-
modynamics provides a physical context for the production of entropy through irreversible processes that
have a dissipative component.

The authors also review the debate about whether entropy is simply a measure of uncertainty or an actual
physical quantity and point out that it can be either/both depending on the context (i.e., depending on what
we are looking at). Importantly, they point out that beneath the statistically motivated concepts of entropy
lie fundamental physics that characterize the system in terms of its underlying dynamic mechanisms, via the
phase space, whose dimensionality quantifies the number of state variables plus their rates of change.

Viewed from this perspective, thermodynamic and information‐theoretic considerations can be connected to
the kinematic‐geometric properties of the system footprint in its phase space. This provides a way to not only
capture the diversity of microstates and the overall topology of the system but to also characterize the
dynamics of the system in terms of its state variables and momenta, thereby helping to elicit the underlying
mechanisms that shape its dynamics, that is, the geometric footprint associated with the underlying dynami-
cal physical laws.

In this context, the authors argue that dynamic couplings are often wrongly perceived as coevolution, when
in reality they entail kinematic‐geometric covariation of systems in ergodic balance, that is, the variables
change in time but the overall system does not. One consequence is that coupled models, such as those in
classical climate dynamics and sociohydrology, prescribe time variation of local codependencies (cross
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derivatives) but do not allow for the system as a whole to evolve. This is because the representations are rigid
and grounded on ergodic invariants, and so any simulated variability comes out of artificial stochastic noise,
itself devoid of evolutionary meaning. In that regard, while such models enable deterministic bifurcations
and intermittence between regimes, they do not allow for any true system innovation, thereby attempting to
simulate long‐term dynamics with laws/representations that are only valid in the short term.

Accordingly, the authors argue that the dynamic laws of physics do not need to be deterministic in the clas-
sical Newtonian sense. While classical mechanics assumes rigidity of the “invariants of motion” through
stringent deterministic models, which then require stochastic ad hoc patches to reflect dynamic diversity,
such invariance is no longer required in the emerging nonergodic coevolutionary approaches, and we can there-
fore begin to actually capture coevolutionary features seen across Earth system dynamics (the authors pro-
vide examples). In this regard, dynamical system evolution can be seen as a learning process akin to a natural
adaptive machine‐learning engine.

Of course, in practical applications where data are limited, the operational challenge resides in deriving
kinematic‐geometric and information‐theoretic diagnostics from sparse data records. In this regard, the
authors point to the growing literature on use of Information Theory to infer dynamical relationships among
system variables and on information estimators for sparse data.

Importantly, however, the primary scientific challenge is to ask the right questions about the system, and the
authors point out that (a) classical correlation measures only capture the tip of the iceberg; (b) information‐
theoretic measures can capture more features; but (c) the study of kinematic‐geometric couplings can reveal
underlying dependency structures. Accordingly, the fundamental question remains one of how best to read
nature, and the field of information physics can provide important perspectives in this regard.

3.5. Model Complexity and Algorithmic Information Theory

Finally, the contribution byWeijs and Ruddell (2020) to this debate series approaches the topic from the per-
spective of Algorithmic Information Theory, wherein modeling is viewed as a form of data compression. In
other words, a “perfect” model is an optimally compressed lossless representation of the information con-
tained in available data about a system. They point out that both “science” and “data compression” have
the same objective, which is the discovery of patterns in (observed) data with a view to describing them in
as compact a form as possible. Accordingly, the success of any modeling endeavor can be measured in terms
of the “compression efficiency” that has been achieved, and Information Theory provides powerful tools that
enable us to measure and optimize model complexity versus performance in a common unit—the “bit” (see
section 2).

To motivate this perspective, the authors refer to the philosophical principle known as “Occam's razor,”
which states that we should prefer the simplest hypothesis/model that can achieve a particular level of
model predictive performance. In this regard, they point out that while model performance, that is, the mea-
sure of missing information needed to describe the original observations given the model, and model com-
plexity, that is, the measure of model description length in bits, can be viewed from a multiple‐criteria
(Pareto‐optimal) tradeoff perspective (see section 3.2), because both can be meaningfully quantified using
the common unit of “bits,” the success of any modeling endeavor can actually be assessed by collapsing
the two into a single measure of lossless model size that, whenminimized, leads to the optimal ability to both
generalize and make predictions.

Importantly, given the current resurgence of machine learning in the Earth sciences (e.g., see recent WRR
special issue on “Big data and machine learning in water sciences”), such an approach enables both
“data‐driven” and “physics‐based”models to be placed on a meaningful continuum, which has the potential
to enable insights regarding how to combine the strengths of both while avoiding the weaknesses of each.
This is important because, while scientists typically add to (rather than subtract from) model complexity
as more is learned about the physics of the associated system, several studies have reported the seemingly
counterintuitive result that simple statistical models can often provide superior predictions when compared
with detailed process‐based models (see discussion in Nearing et al., 2020).

One way to understand this seeming paradox is that all theory stems ultimately from observations and that
both “physics‐based”models and “data‐driven”models are attempts to simplify and generalize from narrow
observations to the broader reality. In other words, all models are attempts to compress information and
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achieve parsimony in the explanation of the phenomenon. The authors delve into the different approaches
for doing this, noting that if a compression/model does not perfectly describe the original observations, then
it should be considered to be a “lossy”model. In this regard, while one might hope that the lossless size of a
“physics‐based”model is smaller than the size of the original observations from which it is constructed, this
is often not the case because of mistaken physics, errors in observations, flawed assumptions, overgenerali-
zation from dissimilar contexts, and/or overly complex model representations.

The authors further make the connection to Bayesian inference andMaximum‐Likelihood Theory, by demon-
strating that the description length associated with model loss is minimized when the likelihood of the data
given the model is maximized. Both the philosophy of Maximum Likelihood and Maximum A Posteriori
Probability estimation can therefore be justified from a “maximum compression” perspective.

Finally, the authors discuss the power offered by Algorithmic Information Theory, in which rigorous quanti-
fication of the information content in models and data is pursued in terms of the lengths of descriptions/pro-
grams. This perspective results in a notion of “strong parsimony,” in which a theoretical limit to
compression is defined as the (bit length) size of the smallest program that can reproduce the data. Given
that Earth system models are run on digital computers, they can (in principle, as with any other computa-
tion) be assigned description lengths in bits that include both performance and complexity, and, conse-
quently, their relative explanatory power (ability to infer patterns from observations) can be assessed.
Such an approach would allow the study of whether adding “physics‐based” insights into such a model,
in the search for improved understanding, will actually add information that helps to improve predictions,
or may instead hurt prediction performance.

Accordingly, quantifying the information content contained in “physics‐based” and “data‐based” knowl-
edge will be essential to the task of merging the pattern detection and functional‐characterization power
of emerging machine learning approaches with the causal explanatory power expressed by accumulated
scientific knowledge.

4. Summary and Conclusions

In summary,

1. While the “laws of physics” successfully help us to understand elementary behavior, they have not been
as successful in explaining the expressions of “complexity,” that is, the emergent patterns of form and
function that we see in nature.

2. “Information” enters the discourse about nature from two perspectives—through the contention that
information is “physical” (ontological) and by virtue of the fact that all of our physical understanding
is rooted in information (epistemological); that is, the “laws of physics” are informational statements.
It is therefore natural to explore how this duality can be exploited to develop a better understanding of
Earth system processes.

3. “Information” can be rigorously quantified in terms of “bits,” which characterize the number of binary
(“yes‐no”) questions that must be answered in order to unambiguously characterize any state of affairs.

4. The works of Shannon, Jaynes, and many others provide the firm philosophical and mathematical foun-
dations needed for the use of information‐theoretic metrics in the characterization of scientific knowl-
edge. In this regard, the POME provides a meaningful basis for incorporating “ignorance” (lack of
knowledge) into our scientific hypotheses and/or explanations about reality.

Given these facts, this series of papers argues that Information Theory does, in fact, provide a new paradigm
for Earth science by enabling better understanding and prediction of the complex patterns, forms, and beha-
viors that characterize Earth systems (see questions posed in section 3.1). While the laws of physics provide
important constraints on the evolution of system behavior, information‐based approaches have the potential
to enable better characterization of complexity and emergent behavior and to address some of the compel-
ling unsolved problems in our field.

As such, the papers compiled in this collection represent an attempt to stimulate further debate and to
encourage deeper exploration of the questions raised herein. Goodwell et al. (2020) point to the need for
framing causal interactions and feedback as information propagation and using it for the detection and char-
acterization of multivariate dependencies from the information contained in available time series data about
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system behavior, thereby enabling deeper understanding of complex systems. Nearing et al. (2020) point to
the need for hypothesis testing approaches that characterize whether a given hypothesis/model has captured
all of the information contained in the available experimental data, thereby providing an alternative per-
spective on how we diagnose the relationships between our models and the real world. Perdigão et al.
(2019) point to the need to go beyond the statistical thermodynamic and information‐theoretic perspectives,
to explore the kinematic‐geometric properties that characterize the underlying mechanisms that shape the
dynamics of a system, thereby enabling the study of nonergodic system evolution and coevolution. Weijs
and Ruddell (2019) point to the need to recognize that models of Nature are, ultimately, attempts at data
compression in which the patterns expressed by Nature are described in as compact a form as possible,
thereby enabling a meaningful assessment of their relative explanatory power. Each of these papers points
clearly to future directions for investigation.

Ultimately, of course, the primary scientific challenge is one of how best to read Nature, by both asking the
right questions about the system and by developing tools that effectively enable exploration and answers to
those questions. Through this debate series, we propose that Information Theory can provide an important
basis, indeed an emerging paradigm, for the study of dynamical Earth systems. It seems particularly timely
to adopt this perspective given the current resurgence of machine learning in the Earth sciences and the
need to bridge across, and ultimately merge, the physics‐based and machine‐learning approaches to charac-
terize knowledge. In fact, all of the issues raised through this collection of papers would seem to be highly
pertinent to doing so.

In conclusion, we have pointed to four overlapping directions for future development, but no doubt there are
others that have not been represented herein. We also acknowledge that not everyone may agree with our
characterizations of either Earth science or the related benefits of Information Theory. We therefore invite
further debate on the question of whether Information Theory does, in fact, provide a new paradigm for
Earth science, with the dual purpose of exposing limitations in our current approaches and bringing forward
philosophical perspectives and methodologies that will enable rapid future progress
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