Algorithmic information theory (AIT)

Occam’s Digital Razor zips the universe
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Key Points: Predictions Using Occam'’s

« Information theory provides a

powerful framework to measure and Dlgltal Raz or
optimize model complexity versus
performance (loss) in the same unit:

bits Steven. V. Weijs!'"" and Benjamin. L. Ruddell?
« Modeling observed reality is data
compression; its success can be ' Department of Civil Engineering, University of British Columbia, Vancouver, British Columbia, Canada, 2School of

measured by single objective:

- . g Informatics, Computing, and Cyber Systems, Northern Arizona University, Flagstaff, AZ, USA
efficiency in compression of : - -

observations

- Quantification of complexity allows
fairer comparison of performance Abstract Occam’s Razor is a bedrock principle of science philosophy, stating that the simplest
between physical process models and hypothesis (or model) is preferred, at any given level of model predictive performance. A modern

data-driven statistical models restatement often attributed to Einstein explains, “Everything should be made as simple as possible, but

not simpler.” Using principles from (algorithmic) information theory, both model descriptive performance
.o and model complexity can be quantified in bits. This quantification yields a Pareto-style trade-off between
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Opening quote WRR debate:

“Suppose we draw a set of points on paper in a totally random manner” ...

“I am saying it is possible to find a geometric line whose notation is
constant and uniform, following a certain law, that will pass through all
points, and in the same order they were drawn.”...

“But if that law is strongly composed, the thing that conforms to it should
be seen as irreqular”

Gottfried Wilhelm Leibniz, 1686: Discours de métaphysique V, VI (from
French)
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"I'M SOPHISTICATED, NOT
LIKE THOSE BUMBLING
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"NOW I JUST NEED TO
RENORMALIZE THE DATA."
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"I WANTED A CURVED
LINE, 5O A MADE ONE
WITH MATH."
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"T'M MAKING A
SCATTERPLOTBUT
IDON'T WANT TO"

CONNECT
THE DOTS

"REGRESSTION?! JUST USE
THE DEFAULT PLOTTING."

by Deuglas Higinbotham in Python inspired by hitps:.//xkcd.com/2048

https://zenodo.org/record/1436555# .Xe6tgdWIY58

CURVE-FITTING METHODS AND THE MESSAGES THEY SEND

LOGARITHMIC .

"LOOK, IT'S
TAPPERING OFF"
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"I NEEDED TO CONNECT
THESE TWO LINES."

Elephant

"AND WITH FIVE
PARAMETERS I CAN MAKE
ITS TRUNK WIGGLE."

What makes model inference different from data fitting?
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"LOOK, IT'S GROWING
UNCONTROLLABLY"
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"LISTEN, SCIENCE IS HARD
BUTI'M A SERIOUS PERSON
DOING MY BEST."

House of Cards

"AS YOU CAN SEE, THIS
MODEL SMOOTHLY FITS
THE --- NO NO WATIT DON'T
EXTEND IT AAAAA!"



Answers

Poll: which need do you think is most fundamental?

1. We want predictive power, not just describe past data

2. We want to explain / understand the mechanics of what is
happening

3. We want to know cause and effect, not just relations



Simplicity

(Parsimony / Occam’s Razor)



Simplicity

(Parsimony / Occam’s Razor)

New problem: compare models of different
performance and simplicity



Formalizing learning: compression view

Plain description of data (Naive info content)

Simplify /
' Compress
-/ explain

TR
s

Neg. log likelihood 'Model complexity

Ignorance score (bits) ' Description length 'of model (bits)
L(D|M) = -log P(D|M) L(M) = -log P(M)

“Coding the errors” “Coding the model”

Loss Lossy model size



Occam’s Digital
Razor

« 2D > 1D

* Compression
cannot be gamed

(if you are game:
check out: Hutter Prize)

Weijs & Ruddell, WRR, 2020
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Why go digital?

Occam’s Razor Occam’s digital razor
 Compare models of equal performance ¢ Compare all models

e Compare models  Compare models and original data
* No units * Allin bits

* Connection to prior probability ~—




Algorithmic Information Theory (AIT)

independently developed by Kolmogorov(1968), Solomonoff (1964) and Chaitin (1966)
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AlIT view: searching shortest program

Output: data; (X)

- Compress

— Jexplain

| Program length; K(X)

Note! No distinction between model (M) and data (D|M)



Key difference IT and AIT

Information Theory Algorithmic Info-theory

* Information content in bits * Information content in bits

e C(Calculated from estimated e Calculated from single

distribution of data instance of data

Implicit Data Explicit
complexity assume «— complexity
cpn_trol, Underlying Shortest control,
Limited e Enumerate
manual distribution program computable
hypotheses INEENIG models

Joint entropy
H(X)

Length .
K(X)



Assumptions / Issues

e Assumes universe is computable (describable in math)
* Deciding shortest program: Incomputable, need approx.
* |f applied to sub-system data: include external knowledge

* |f not starting from scratch: prior knowledge

Main Challenge

 Move towards practice (encode prior, computable
approximations, fair and practical complexity measures for
ESM)
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Some points for discussion

* Modeling answers questions about how not why
* Only difference between description is explanation is simplicity
* Being right for the right reasons = being right more
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