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Complexity and Emergence

Randomness

l Emergence

Order

Which number will you bet on?

Which number will you bet on now?

Incomplete question unless we define

what interaction we are looking for?

X +X,, Min(X,X,),  others...
H(X1)=H(X2)=1og, 6=2.58 bits
HY)=H(X1+X2)=3.274 bits <2*2.58

Spontaneous reduction in uncertainty due to
(synergistic) Interactions of elementary
behavior in an open system

Whole is greater than the sum of the parts



Partial Information Decomposition

Unl'un (Williams and Beer, 2011)
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1(X1,X2;Y)

1(Y;X1,X2)= U(Y:X1)+ U(Y:X2)+ R(Y:X1,X2) + (V1 X1, X2)
\ Y \ v J | : ]
unique information from redundant synergistic information
each source individually information  provided by sources together

How can we estimate S-U-R components?

Question: Is synergistic information associated with emergent behavior?



Link to Lattice Theory

I(S;Ry,R,)
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(Williams and Beer, 2011)
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Partial Information Decomposition
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How can we estimate S-U-R components?

Question: Is synergistic information associated with emergent behavior?



estimating redundant information
[YV; X1,X2)=UX;X2)+U(Y;X2)+R(Y;X1,X2)+S(Y;X1,X2)

One of the proposed estimates of R

max[0,[(XLY)+1(X2;Y)-1(X1,X2;Y)]< R=min[I(X1;Y),1(X2;Y)]

R R

min max

R=R I(Xl,XZ) (Rmax_ min)

min + .
min[ H (X1), H(X?2)] if sources are totally dependent

normalized source (redundant) = link is maximally

dependency redundant. If sources are independent of
each other, the link is minimally redundant
S (U1+U2+S+R) -(U1+R) -(U2+R) +R

S(Y:X1,X2)=I(X1,X2:Y)-[I(X1;Y)+1(X2:Y)-R]




Simple examples: uniform and
Gaussian distribution

For Sum of Two Die Rolls:
H(X1)= H(X2)=1og, 6 =2.58 bits

H(Y)= H(X14 X2)=3274birs P S =327-(0.689 +0.689 —0) = 1.896 bits
[(X1;Y)=0.689 bits=U1=U2
For sum of two Gaussian variables:

Synergy
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studying an ecohydrologic network
with the S-R-U approach

“...o.; fe different types of ‘ * @
/ information? ® .

ecosystemsas | .
networks

Illinois weather station case



perturbations alter interactions and
can lead to shifts in behavior

drought damaged
ecosystem
Atmos heri

healthy
ecosystem
Atmospheric

—

time dependency between variables (or information transfer)

Questions: How can we identify these
interactions and shifts, and are there
signatures in S-R-U information?

Strength
How dominant is the
link?

Redundancy
Is the link unique, or

redundant due to
feedback?

Time Scale
Does link occur at
fast or slow
timescale?

Synergy
Does the link provide
additional
information with
another link?




network of time dependencies is
established using information theory

entropy is uncertainty

H(Xtar) = _Ep(xtar)logZ p(xtar)
mutual information is a reduction in uncertainty

I(X,;X,,)=H(X,)-H(X,|X;)

T, node view

<~

tar tar tar entropy view

transfer entropy is a further reduction in uncertainty

I(X, X, 1X

tar?® tar,t

y=H(X 1X )-HX XX

tar tar,t tar s1°““tar,T )

total information from two sources to target

I(Xtar;Xsl’Xtar,r) = I(Xtar;Xsl l Xtar,r) + I(Xtar;Xtar,T)

H(X,)



network links have synergistic,
redundant, and unigue components

(Williams and Beer, 2011)

I(Xtar ’ Xsl ’ Xtar,r ) = U(Xtar ’ Xtar,r ) + U(Xtar ’ Xsl) + R(Xtar ’ Xsl ? )(tar,‘L~ ) + S(Xlar ’ Xsl ? Xlar,r )
Rs152 e s s .
—  u, VAB unique information from redundant synergistic information
: each source individually information  provided by sources together

for any source =2 target link:
maximum R (redundancy with another source) .
sl

maximum S (synergy with another source) X \

*pairwise comparison of links: ) Xiar, ¢
for example, X5 link might be most X,
Ts4

XsS

redundant with X, link, but X, link may
be most synergistic with X,



S-R-U can reveal different types of
feedbacks/links in network

f(X)=4X(1- X) «—— chaotic logistic equation

X (1)=— EW fX;(t-7,,)]+(-€)z «—— coupled chaotic logistic + noise
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information along the N
path to SynChrOnlzatlon Xi(t)=EZWJ.J[f(Xj(t—rj,,-))]+(1—8)z

look at detected measures of lagged MI and TE for this original 4= 7 link

DN PN RN A SRS S

decrease in detected strength at few changes in
round 3 due to other source transfer entropy
' TE
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information along the path to
synchronization

look at detected measures of lagged Ml and TE for this original 4= 7 link
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for test cases, changes in S-R-U shift as
links are added

redundancy uniqueness synergy
due to feedbacks, all sources are multiple sources
nodes synchronize in independent or provide more

some way partially dependent information together



we use weather station data to
explore these interactions

WD
. ws
Sangamon Forest Ta ®
Preserve ®
Intensively Managed @ RH
Landscapes (IML) CZO Ry @
o .LWet

PPT

knowing our nodes:

air temperature Ta
wind direction WD
wind speed WS
relative humidity RH
leaf wetness Lwet
rainfall PPT

radiation Rg




with high temporal resolution data, we
identify interactions on sub daily scale

| —l— Radlatlon (Rg)
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S,R,U measures indicate different
types of interactions and feedbacks
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nodes are both sources and targets of S-
R-U, but interaction strengths vary

Percent of time as a Source 1 WD Average 'Strongth (bits) as a Source
RH 0.7
a e B
WD 0.5
Ta 0.4
q 0.3
PPT 0.2

S ) R S U

Percent of time as a Target

LWet




conclusion: an information approach
can reveal ecosystem responses

BT

information measures used to detect time
dependent interactions in terms of :

Redundancy Synergy

4 3 e é . Q é . Q f . {\fﬁl
R * . * R - . S-R-U measures detect shifting links
5 \ AR
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Redundancy Synergy

. . wD wD
measures applied to weather station data us ws
show shifting links with conditions ' b
H RH
Rg Rg
. LWet . LWet
PPT PPT

Average Strength (bits) as a Source

-
ws
"o y this approach can reveal feedback, self-feedback,
:g 0s synchronization, and multiple unique or
" " synergistic drivers in eco-hydrologic systems
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redundant questions?

guestions?
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graduate student, University of lllinois
allison@goodwell.net




